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Models for Measuring the Return on Information Technology: A Proof of Concept Demonstration 
Abstract

This paper proposes a methodology for measuring the return on information technology within the context of a general productivity framework. We operationalize the general productivity theory in terms of the procedural knowledge required to produce process outputs. The paper demonstrates how to measure the cost and benefits of information technology (IT) deployed in processes by estimating the amount of knowledge contained therein. The paper begins by reviewing the limitations of the current approaches to measuring the value-added of IT. It then develops the knowledge value added (KVA) operationalization as a potential solution that addresses these limitations. The KVA operationalization is demonstrated within the context of two proof-of-concept examples. The case examples demonstrate the relative advantages of the KVA approach in addressing the general requirements for measuring the value-adding performance of IT. The implications are discussed. 

1. Introduction
The primary reason for most investments in information technology (IT ) is to improve business processes. The problem becomes one of discerning how much value the IT will add to the  processes. One way to answer to this question would be to determine how much return the IT provides at the aggregate and sub-corporate levels
A. 



There have been numerous approaches to assessing the impact of IT on company economic performance at the corporate level of aggregation and sub-corporate levels (Brynjolfsson and Yang 1996). A theoretical framework that would unify analysis to address this problem, regardless of level of aggregation, has yet to emerge. 

1.1 Review of Current Approaches  

Research on the problem of estimating the value added by IT can be categorized at two levels of analysis: aggregate and sub-corporate. At the aggregate level existing approaches can be categorized as: 
Process of Elimination, 
Production Theory,
 and Resource-based View.
Two of the prominent sub-corporate approaches can be categorized as: Family of Measures and Cost-Based. The Options Pricing Model spans both levels in that it can be used to assess individual IT initiatives or corporate level IT investments. The review of these approaches identifies a number of problematic issues and limitations. Table 1 -- Common Approaches That Can be Used To Measure The Return on IT -- summarizes the key elements of this review.

Table 1 Common Approaches That Can Be Used To Measure The Return On IT
	Approach
	Focus
	Example
	Level of Analysis
	Key Assumption
	Key Advantage
	Limitation

	Process Of Elimination
	Treats effect of IT on ROI as a residual after accounting for other more easily measurable capital investment
	Knowledge Capital 
(Strassmann 2000a, b)
	Aggregate  corporate -level only 
	ROI on IT difficult to measure directly
	Uses commonly accepted financial analysis techniques and existing accounting data
	Cannot drill down  to effects of specific IT initiatives 

	Production Theory
	Determines the effects of IT through input output analysis using regression modeling techniques
	Brynjolfsson & Hitt (1996)
	Aggregate Corporate - level only
	Economic Production Function Links IT Investment Input To Productivity Output
	Uses Econometric Analysis on Large Data Sets to Shows Contributions of IT at the Firm Level
	"Black-Box" approach with no intermediate  mapping of IT's contributions to outputs 

	Resource-Based View
	Linking Firm Core capabilities with competitiveness
	Jarvenpaa & Leidner (1998)
	Aggregate Corporate - level only
	Uniqueness of IT Resource = Competitive Advantage
	Strategic advantage approach to IT impacts
	Causal mapping between between IT investment  and Firm Competitive Advantage difficult to establish

	Option Pricing Model
	Determines the best point at which to exercise an option to invest in IT
	Benaroch & Kauffman (1999)
	Corporate/Sub-corporate
	Timing Exercise Option = Value
	Predicting The Future Value of An IT Investment
	No Surrogate For Revenue At Sub Corporate Level 

	Family of Measures
	Measure multiple indicators to derive the unique contributions of information technology at the sub-corporate level
	Balanced Score-Card (Kaplan and Norton, 1996)
	Sub-corporate
	Need Multiple Indicators to Measure Performance
	Captures Complexity of Corporate Performance
	No Common Unit of Analysis/Theoretical Framework

	Cost-Based
	Use cost  to determine the value of information technology
	Activity-based Costing

Johnson & Kaplan

(1987) 
	Sub-corporate
	Derivations of Cost ≈ Value
	Captures Accurate Cost of IT
	No Surrogate For Revenue At Sub Corporate Level  -- No Ratio Analysis


The practitioner Chief Financial Officer (CFO) community also has sought measures of the cost-benefits impact of IT initiatives. Bannan (2001) argued that CFO’s would prefer the actual ROI’s on e-commerce IT initiatives, but since they have not found a way to compute this performance ratio, they have had to settle for less concrete, more aggregated measures such as number of hits, page views, recentcy, conversion ratio, and churn to assess performance.  Clearly, the abundant number of articles in academic and practitioner journals concerning the imperative to measure the value added by IT is witness to the fact that this issue has not been resolved satisfactorily. The current economic environment has placed a greater urgency on achieving a higher level of precision in providing valid and reliable approaches to resolving this ongoing controversy. 
1.2 Corporate Level Approaches

The corporate level approaches are largely designed to help investors understand the contribution of corporate assets such as knowledge and technology (e.g., see Brynjolfsson and Hitt 1996, Brynjolfsson and Yang 1996, Im, Dow, and Grover 2001, Strassman 1997) to a firm’s or industry sector’s performance.  
In the  "process of elimination" approaches, the various costs for capital (e.g., equipment, real estate, raw materials) are removed leaving the cost of technology. Once the costs for capital are accounted for and income proportionately reduced, the residual is asserted to be revenue attributable to knowledge capital and/or information technology (Strassman, 2000A, 2000B, 2000C).  Following this approach, all costs attributable to all cost categories, except IT, would reduce the income proportionately leaving the income attributable to the IT.

Baruch Lev’s
 work on valuing the intellectual capital in companies also follows the “process of elimination” approach to measuring the economic impacts of knowledge assets.  This method estimates the value of these assets by subtracting the expected income from a firm’s tangible and financial assets from past and expected earnings to give the company’s “knowledge earnings.” A discount rate is applied the average post-tax return for three knowledge intensive industries (such as, computer software) to obtain the company’s “knowledge capital.”  In essence, this approach identifies the knowledge assets by subtracting the effect of all other assets. What is left over is assumed to be the value of the knowledge assets.  


The limitation of these approaches to measuring the value added by IT to core processes is that they only pertain to the aggregate view. It is unlikely that such aggregated views would allow precise inferences about performance improvements derived from IT initiatives at the  process level (Birchard and Nyberg 2001). 

  
Others have used economic-based production theory to determine the various contributions of inputs to the firm’s output. Hitt and Brynjolfsson (1995) measured the value of IT in terms of productivity, profit, and consumer welfare. Extending this research, Brynjolfsson and Yang (1996) report comprehensively on IT’s effect on overall company performance. The resulting “production function” (Brynjolfsson and Hitt 1996, p. 545) can be modeled using economic theory to determine the unique contributions of IT with computer capital, noncomputer capital, information systems staff labor and other labor expenses as the inputs (which represent all spending by the organization as well as all capitalized investment) and output in terms of dollars or physical units.  This neoclassical economic theory of production treats firms as “black boxes” (Brynjolfsson and Hitt 1996, p. 544) and attempts to deduce the relationship between inputs and outputs without reference to activities within the company.  

The strength of such approaches derives from their reliance on commonly accepted financial-economic theories and the use of existing accounting data. This makes them transparent for review and comparison. 

However, various criticisms have been leveled at these approaches including that the research using these approaches does not “adequately control for other factors [i.e., other than information technology] that drive firm profits” (Bharadwaj 2000, p. 170).  Along the same lines, Im et al. (2001, 104) stated, "Because many factors influence firm performance, it is difficult to establish causality between IT investments and firm-level output performance."  
This lack of intermediate mapping of IT impacts on processes makes this class of approaches problematic for providing the kinds of feedback necessary to help management determine whether their IT initiatives are really paying off. 


Researchers using the resource-based view attempt to overcome the shortcomings of the prior methodologies for estimating the value added by IT by reformulating the problem. They attempt to link a firm’s performance to IT resources that are firm-specific such as knowledge, capabilities and unique core processes (Bharadwaj 2000, Jarvenpaa and Leidner 1998).  
  
The assumption is that these unique resources and capabilities are difficult, and very expensive, to copy and therefore provide competitive advantages leading to superior economic returns.  

A limitation of this view for tracking the specific value-added contributions of IT is that it does not posit a common, granular unit of analysis that would allow an unambiguous linkage or mapping between a firm’s use of IT and the resulting cost-benefits performance. Using this approach, it would be difficult to unambiguously determine the specific contribution of a given IT initiative.

The application of option pricing models (OPM) to IT investment has attracted increasing attention (cf. Benaroch and Kauffman, 1999). Basically, the OPM approach in evaluating IT initiatives determines the best point at which to exercise an option to invest. Applied in the context of real options investments, there are six variables used to make the decision: 

1. The current value of the underlying asset.

2. The time to the decision date.
3. The investment cost or exercise price (also called the strike price).
4. The risk-free rate of interest.

5. The volatility of the underlying asset, which is often the only estimated output.

6. Cash payouts or noncapital gains returns to holding the underlying assets. (Amram and Kulatilaka 1999, 37). 
The OPM approach has some implicit assumptions that are potentially limiting.  For example, net present value is used in the calculation of risk and requires an assumption about projected cash flow. However, there is no cash flow directly attributable to most corporate processes. This is because the outputs of those processes are not salable to end customers without the outputs of all the other processes, limiting the applicability of this approach at the sub-corporate level.  





The current aggregate level approaches do not appear to resolve the problem of determining the IT impacts on process performance at precise enough levels to benefit managers who must implement changes at the process level.  Other approaches for addressing the problem of measuring the impact of IT have focused at the sub-corporate level. 
1.3 Sub-corporate Level  


The family-of-measures approaches, Balanced Scorecard and Intellectual Capital Navigator advocate the need to measure multiple indicators to derive the unique contributions of information technology at the sub-corporate level. The Balanced Scorecard provides typically from four to five key performance indicators selected by management to determine the success of a given strategic organizational thrust (Kaplan and Norton 1996).   In the case of  an IT initiative, the organization’s management team might select this initiative for assessment via a set of key performance indicators, for example including level of customer satisfaction, financial performance, employee satisfaction, core process performance. 
Edvinsson and Malone’s (1997) Intellectual Capital Navigator allows a firm to identify up to 140 variables that account for the performance of its intangible assets including IT (i.e., a subset of its infrastructure assets).  Examples of these measures would include: laptops/employee, IT expense/employee, IT staff/staff total, IT literacy of employees, and so on (Edvinsson and Malone’s 1997, p. 109).  
The limitation of these family-of-measures approaches is that they do not provide a common theoretical framework and consequent common unit of analysis that would tie investments in IT unambiguously to a firm’s economic performance (Bharadwaj 2000).  The lack of a common theoretical framework leads to an inherent problem of subjectivity. Without the guidance from a robust theory, the users and researchers are left to develop subjective assessments of how the variables relate to each other rather than the guidance of a formal mathematical model. In most cases, simple normalization to an interval scale is used along with an assumption of linearity of the relationship among the variables with weightings provided by the subjective judgments of management about the importance of the various measures. 

Many of the cost-based approaches use underlying replacement cost (e.g., transfer pricing, internal markets, outsourcing) to determine the value of information technology (Housel and Bell 2001).  These approaches assume that the cost of IT is in some way proportionate to its value.  For example, the cost to replace or outsource IT is presumed to be proportionate to the value it adds to process performance. Other approaches assume that by introducing a market mechanism where
 corporate managers submit bids for IT services, the resulting market price
 is representative of the IT’s underlying value (Ba, Stallaert and Whinston 2001).
Activity Based Costing   (ABC) is one of the most common cost-based approaches. One reason for ABC's popularity is that finding the true costs of process activities are clearly useful in evaluating them (Johnson and Kaplan 1987). Applications of ABC to measuring the impacts of IT assume that any costs saved or processes simplified (and thus costs reduced) by the IT are a direct reflection of its value. This assumption may be true in given cases where costs are reduced and process outputs remain constant or increase. 


The conceptual limitation of the cost-based approaches to generating a return on investment-type performance ratio is that they do not have a surrogate for revenue (Johnson 1992). The problem of using this method for evaluating the value added by IT, is the fact that if cost (or any of its derivatives) is used as a surrogate for value, then all the information is contained in one term of the ratio, i.e., the denominator. 
The data source for value should come from the revenue side of the firm's performance (i.e., numerator) and the data source for cost (i.e., cost) should come from the cost to produce the firm's outputs. 
To summarize, this review demonstrated that there are four key issues that need to be addressed within any framework for measuring the return on IT. 
A. Unambiguous allocation of value as well as cost of IT initiatives

B.  Mapping of IT economic impacts at any level of aggregation
C.  Common unit of measurement
D.  A supporting theoretical framework

Building on the insights provided by the approaches reviewed, we use an analytic tautology based on a fundamental syllogism that is rooted in assumptions derived from complexity and thermodynamics. One operationalization of this theory, i.e., knowledge value added (KVA),  offers a practical method for estimating the value added by IT. 

2. Framework and Fundamental Assumptions

The framing assumption of our general theory for estimating the value added by IT is that businesses have the capability, through a series of intermediate steps (i.e., their  processes), to change the structure of raw material inputs (i.e., substance, energy, information) into outputs (e.g., final products/services).  Moreover, the purpose of businesses is to produce value via their processes, which transform inputs into salable outputs (El Sawy, 2001). 
The goal of this general theory is to offer a way to describe all process outputs in equivalent units. Describing process outputs in equivalent units provides a number of advantages including:

A. The ability to compare all processes in terms of their relative productivity

B. The ability to allocate revenue to a common unit of output

C. The ability to describe the value added by IT in terms of the outputs it produces 

D. The ability to relate outputs to the cost to produce those outputs in common units
E. A common unit of measure for organizational productivity
The foundations for the theory are routed in complexity and entropy concepts.  
The changes organizational processes make in the structure of inputs to produce outputs can be described in a common way in terms of the entropy concept. The concept of entropy is defined as a measure of the degree of disorder or change in a system. In the context of business processes it can be used as a surrogate for the amount of changes that a process makes to inputs to produce attendant outputs. 
  These process induced changes can be measured in terms of the equivalent corresponding changes in entropy (Housel and Kanevsky, 1995).  


Within the framework of thermodynamics, a fundamental parallelism between transformation of substances and information processing has been established (Li and Vitanyi, 1993).  If a substance is transformed from state a to state b, then the difference of the entropies, i.e., ΔE=E(b)-E(a), is proportional to the amount of thermodynamic work required for the change.  A parallel can be drawn from computational complexity, the amount of thermodynamic work required to transform string x into string y by the “most efficient computer” equipped with the “most efficient program” is proportional to length of the shortest program to execute this transformation (Li and Vitanyi, 1993; Cover and Thomas , 1992). 
The shortest program boundary condition is grounded in Kolmogorov’s Complexity theory, which states that the complexity of an object is the length of the shortest computer program that is required to reproduce it (Kolmogorov, 1965; Li and Vitanyi, 1993). Kolmogorov’s approach to complexity is closely related to Shannon’s communication theory which used the entropy concept to estimate channel capacity and general redundancy in electronic communication and written language. Extending this conceptualization of the relationship between complexity and entropy in the organizational context, conditional complexity can be viewed as the shortest description of the process, i.e., effectively, the productivity of the process.  
 The entropy concept can be used to establish an analytic measure of the common units of change executed by organizational processes with predetermined outputs.5 If the resulting total amount of change in entropy is a representation of the total output of the business via its processes, it follows that the amount of entropy can be used as a surrogate for the revenue generated by the outputs.  Because the entropy formulation allows measurement of the changes in common units, it then becomes possible to allocate revenue in proportion to the amount of change in entropy at any level of aggregation.
Further, a change in entropy when state a is transformed into state b depends only on a and b and does not depend on process P. This means that, by definition, any process P that changes a into b introduces the same change in entropy or, in an organizational context, adds the same value.  It follows that introducing changes to a process, through IT for example, that do not produce changes in the process output (for example in terms of its frequency, cost, qualities, characteristics), add no value with the converse also holding true.
To illustrate, if a process is fully or partially automated via the use of IT, then the amount of change in entropy, or value added by the technology, can be measured precisely as long as a is changed into b.  Conversely, if the value added by a process is purely dependent on the way the process operates and not on the output of the process, then every process change would represent a change in value when the actual output of the process may not have changed at all. This would violate the tautological syllogism established in the general theoretical formulation previously stated. 
It is reasonable to assume that the minimal set of instructions to change a into b, via process P reflects the corresponding change in entropy given the current state of process P.  In other words, the length of the shortest description of the change provides an acceptable approximation of the change in entropy given the current state of the process.  This becomes critical in recognizing that estimations of changes in entropy can only ever be approximations. 

For example, one programmer could automate a process using 4000 lines of code and another could do it using 400 lines of code with the process output being exactly the same. The lines of code can be seen as surrogates for the changes the process executes to produce the output and therefore, proportionate to changes in entropy. However, following the shortest description rule for purposes of estimating changes in entropy, it is the 400 line program that would serve as the shortest description referred to above. 




The general approach also provides a way to estimate the denominator of the return ratio.  On the denominator side of the return ratio, costs of routine process executions, execution error costs, as well as problems of poor quality, lack of training, poorly designed IT would be captured in terms of the cost to execute the predetermined shortest description of the process. This approach establishes the relationship between cost and resulting productivity.

3. Operationalization

The relationship between change in entropy and value added, while fundamental, does not provide a practical way to calculate the value-added by organizational processes, i.e., the entropy increment.  Numerous operationalizations of the general theory have provided ways to operationalize change in entropy. These have included estimating the amount of information bits, process instructions, tasks, learning time, Hay knowledge points, as well as Jackson Structural diagrams (Smart, Maull, Karasneh, Housel, and Radnor 2001, Housel and Bell, 2001).
One such operationalization is through the use of procedural, explicit knowledge, i.e.,  observable knowledge. Definitions of knowledge usually include tacit and procedural, explicit and implicit knowledge (Rodgers, 2002). The knowledge value-added (KVA) approach uses a more narrow view: i.e., the knowledge that produces process outputs and is therefore documentable in  lines of code, bits, process instructions, or otherwise documented in process descriptions. Tacit or implicit knowledge is, by definition, unobservable and therefore would not meet the observable requirements of this operationalization. 
The time it takes the average learner to acquire the procedural knowledge required to  produce a process output provides a practical surrogate for the corresponding changes in entropy. A simplification of this logical extension is offered in Figure 1. 
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This framework can be applied to the context of organizational processes. Processes with predetermined outputs may be described in terms of the of the amount of time it takes the average learner to learn how to produce those outputs. It follows, that the procedural knowledge used to produce the attendant outputs may be viewed as a surrogate for the process outputs.7
At a given point in time,  a company’s total process outputs produce its revenue.  It follows, that the procedural knowledge required to produce those outputs is a surrogate for the revenue. Further, if this procedural knowledge, which is distributed among people and IT, can be described in common units, then it is possible to allocate corporate revenue to these units of knowledge. This would allow establishment of a common price per unit of procedural knowledge. It follows that price per unit of procedural knowledge is a surrogate for price per unit of common output. This formulation allows a direct linkage between corporate revenue and the procedural knowledge distributed among the people and IT used to produce the revenue. 

Hence it would be possible to allocate the proportionate revenue produced by the procedural knowledge in business processes including the knowledge contained in the supporting IT. This would make it possible to estimate, subsequent to determining the cost to use the knowledge, the return on that knowledge (ROK). ROK is a ratio with the percentage of revenue allocated to a process (including its supporting IT) based on the amount of knowledge required to produce the process’ outputs in the numerator and the cost to use the knowledge in the denominator.
 ROK in this sense can be used at any level of aggregation to estimate the return on IT.  
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3.1 Using KVA to operationalize change in entropy: Some practical considerations

While there are numerous ways to estimate the amount of change within the general theory, precision in estimation is a product of the time it takes to make the estimate. For example, as a practical matter, it takes a significant amount of time to derive the data using the bit level estimation approach. The KVA framework was developed as a practical approach to enable less costly, more rapid estimations of the amount of change produced by processes fully recognizing that it is a rough-cut method. The resulting ROK estimates provide an orders of magnitude comparison among processes and supporting IT. Poorly performing processes and IT can then be selected for more precise analysis techniques as required to support resource allocation decisions.
The learning time estimation method is often complemented by the process instruction level approach, once underperforming processes are identified, to determine the reliability of the ROK estimates. Normal sampling methods apply to both approaches in ensuring a reasonable estimate of the underlying changes in entropy produced by the processes under review. 

Due to concerns over the accuracy of high-level estimates using the learning time approach, multiple learning time methods have been used to determine the level of correlation among estimates. For example, process subject matter experts (SMEs) have been asked to estimate how long it would take a common reference point learner to learn how to produce the process outputs. In this case, they are also requested to assume that the supporting process IT has been removed and that the common reference point learner must now learn how to produce the outputs from the IT. These estimates are compared to actual training times to learn how to produce given process outputs where possible. When SMEs have trouble estimating learning times, the process instruction method is applied. In this method, the SMEs are asked to describe the instructions required to teach the common reference point learner how to produce the outputs of the process and its supporting IT. If problems in estimation remain after these efforts, the bit level analysis is performed for the problem areas.

Suffice to say, in a perfect world with all the time and resources necessary, the bit level analysis would always be applied to ensure the greatest level of accuracy and reliability of estimate. Cover and Thomas (1991) have established that the best description for change in entropy is a Shannon information bit. 















The learning time operationalization assumes that the time it takes for an "average person" to learn to execute a given process is proportionate to the amount of procedural knowledge acquired (Kanevsky and Housel 1998). The assumption is that there is an average learning time across a large sample of learners. As a practical exercise, when estimating learning times a common reference point learner, such as one of the KVA analysts who does not know the processes under review, grounds learning time estimates so that any biases will be equally distributed. Such estimates can be checked against standard training times for given process tasks as in the generic case example described in section 4. They can also be compared with other estimates of change in entropy (e.g., process instructions, bits) to assess the reliability of the estimates.




In  the learning time approach, the total amount of learning time required to market, finance, sell, produce, account for, distribute a firm's outputs (i.e., sellable product or service) is a surrogate for the revenue derived from a firm’s outputs during a given sample period. The outputs of all the company processes used to generate this revenue, at a given point in time, can be described in common units of learning time. It follows that  “price per unit of output,” or its surrogate “price per unit of knowledge,” (which is derived by dividing company revenue by the total number of units of knowledge) is a constant. However, the cost per unit of knowledge will vary depending on the cost of the knowledge resources (e.g., people and technology) used to produce a process output. 




































4. Proof –of-Concept Examples
To illustrate the use of the KVA operationalization for measuring the value added by IT, proof of concept case examples are in order. 
A number of compromises have been made for the sake of simplicity. For example, in the aggregate level example it would have been preferable to observe the actual number of times the procedural knowledge in each core process was used to produce outputs within a given sampling period. The sub-corporate level example provides the number of times the knowledge was used as well as the learning time and process instructions estimates for change in entropy in the subprocesses.


The basic process of conducting the KVA analysis is summarized in what follows along with the results of the analysis. 
The results of the analysis are summarized in tables 2-6 that present an estimation of the reliability among change in entropy estimates, the ROKs of the core and subprocesses, and the ROKs of the IT supporting the aggregate level core processes. 

The data gathering teams calculated the learning times and process instructions for the sub-corporate level example by working with SMEs. They followed the same basic procedures to generate learning times for the aggregate level example along with the actual training days required to learn all the subprocesses of the core processes for the aggregate level example. 
The teams would use a single point of reference for learning time estimates (i.e., one of the team members) to ensure that biases would be evenly distributed across all the estimates. For the process instruction estimates, the team would ask what steps were necessary to actually learn how to produce the outputs of each subprocess. The process instructions were checked against training materials and were compared in terms of their relative complexity to learn to ensure comparability across instructions.  
In addition, for the aggregate level estimates, relative learning times were based on the amount of time it would take the single point of reference learner to learn all the processes if they only had a total of 100 months. This normalization to 100 months technique has been used to benchmark the telecommunications industry as well as other industry segments, including the consulting industry (Housel and Hom, 1999). 

4.1 Learning Time Estimate Correlations

The multiple estimates were then correlated with each other as a basic estimate of their reliability.  Given that the estimates are derived using the common theoretical framework, it follows that a simple correlation is a reasonable approximation of the reliability of the estimates. In the aggregate level example, the relative learning time estimates were highly correlated (94%) with actual training time estimates and therefore the training time estimates were used for all subsequent calculations.  The sub-corporate example estimates using the learning time and process instructions methods resulted in a 92% correlation and the process instruction estimates were used for all subsequent calculations. 

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	


Table 2 – Simple Correlation Table for Corporate Level Example
	Column 1
	Column 2
	Column 3

	Multiple Knowledge Estimates Reliability
	Relative Learning Time (100 months)
	Actual Average Training Period in Hours

	Marketing
	6
	500

	Ordering
	12
	923

	Provisioning
	36
	13,000

	Maintenance
	20
	7,300

	Billing
	7
	300

	Customer Care
	11
	1,218

	Administrative Support
	4
	1,000

	Sales
	4
	2,448

	
	
	

	Correlations
	Column 2 & 3= 94%
	


Table 3 – Correlation Between Learning Time and Process Instruction Estimates

	Process Tasks
	Learning Time (hours)

	3
	8

	70
	96

	126
	575

	52
	48

	126
	575

	52
	48

	Correlation
	92%


4.2  Interpreting the ROK Results

The calculations to arrive at the ROK ratios are included in the tables. We purposefully left out the fixed costs in the sub-corporate athletic club example because the equipment had been fully depreciated and the cost of rents was $1 per year. The costs for power would have been spread evenly across all the subprocesses. The most significant variable cost for the new member acquisition process was labor. The focus of these examples is to demonstrate two methods (i.e., learning time and process instructions) for estimating changes in entropy in roughly equivalent units allowing allocation of revenue to the core and subprocesses as well as the supporting IT in the aggregate example. 
In the aggregate level example, the Provisioning and Maintenance processes were orders of magnitude more complex than the other processes and required much longer to learn as well as more support from information systems. This is because these two core processes represent an aggregation of a large number of subprocesses, e.g., there are 15 legacy systems required to provision an order and 11 legacy systems to complete a maintenance order. These systems essentially are used to manipulate and keep inventory records. The product required much less time to learn how to order, support, sell, market, and bill for because it was a well known product within a highly regulated industry where the customer had limited choice.  
The goal for the aggregate level example was to generate relative return performance estimates. Table 4 ROK results provided a framework for beginning the process of prioritizing IT investment initiatives to support redesigned processes. The ROK performance information serves the purpose of providing a baseline from which to iterate various process redesign models. For example, the return on in IT to support the sales process provides a baseline comparison for a process redesign using a new customer relationship management system to support this process.

The goal of the sub-corporate level example was to indicate where the most value was being generated in the new member acquisition process.  It may seem intuitively obvious that members of athletic clubs would value interactions with trainers most highly.  However, the ROK results stimulated a review of membership records. The review revealed that those members who met with a trainer twice within the first month of joining had a significantly higher probability of staying a member over time than those who did not. This led club management to entice members to meet with a trainer for free a second time within the first 30 days of membership. The results of this simple change in process dramatically increased the club’s new member retention rate (Chappell, 1999).

	Column 1
Core Processes
	Column 2
Learning Time


	Column 3
IT Learning Time
	Column 4
Total Learning (in hours)
(Col. 2 + Col 3)
	Column 5
% Total LT
(Col. 4/Total LT)
	Column 6
Total Annual Cost Per Process Area

	Column 7 
Revenue
Allocation 
(Col. 5 * Total Revenue) 
	ROK
(Col. 7/Col. 6)

	Marketing
	500
	150
	650
	1.5%
	$2,700,000
	$2,350,585
	87%

	Ordering
	923
	692
	1615
	3.75%
	2,875,000
	5,841,205
	203%

	Provisioning
	13000
	7800
	20800
	48.24%
	12,583,721
	75,218,734
	598%

	Maintenance
	7300
	4380
	11680
	27.09%
	10,016,279
	42,238,212
	422%

	Billing
	300
	240
	540
	1.25%
	4,025,000
	1,952,794
	49%

	Customer Care
	1218
	853
	2071
	4.8%
	4,775,000
	7,487,880
	157%

	Corporate
	1000
	600
	1600
	3.71%
	6,425,000
	5,786,056
	90%

	Sales
	2448
	1714
	4162
	9.65%
	20,000,000
	15,049,533
	75%

	TOTALS
	26689
	16429
	43118
	100.0%
	63,400,000
	155,925,000
	246%

	
	
	
	
	
	
	

	
	
	
	


Table 4 - ROK Estimates


Table 5 - ROK Estimates for Case example For Athletic Club New Member Process
	Column 1 
Subprocess
	Column 2
 Process Tasks
	Column 3
% Revenue Allocated
(Col.2/Total Col.2)
	Column 4 

Average New Membership Revenue 
(Col.3 * Total Col. 4)
	Column 5 

Number of Executions/ Month

	Column 6 

Cost per Execution of the Process

	Column 7
Process Cost
(Col. 5 * Col. 6)
	ROK
(Col. 4/ Col. 7)

	Greeting
	3
	0.70%
	$141
	300
	$0.40
	$120.00
	118%

	Sales
	70
	16.32%
	$3,299
	300
	$8.00
	$2,400.00
	137%

	1st Diagnostics/Interview
	126
	29.37%
	$5,939
	45
	$25.14
	$1,120.00
	530%

	1st Equipment Demonstration
	52
	12.12%
	$2,451
	45
	$25.14
	$1,120.00
	219%

	2nd Diagnostics/Interview
	126
	29.37%
	$5,939
	22
	$25.14
	$560.00
	1060%

	2nd Equipment Demonstration
	52
	12.12%
	$2,451
	22
	$25.14
	$560.00
	438%

	 Totals
	429
	100%
	$20,219.76
	
	
	$5,880.00
	344%








4.4 Return on Process Area IT
The aggregate level analysis included the amount of learning time that was attributable to the IT supporting the core processes. Because the company management had developed scenarios where all the IT failed, they developed training for manual operators to produce the same outputs as the systems. These training time estimates were used for the IT learning times (IT LT). This permitted partitioning of the estimates for supporting IT.
	Marketing
	150
	 
	600000
	 
	 


	Column 1

Core Process 
	Column 2

IT LT

	Column 3
% IT LT of overall Total LT
(Col. 2/Total IT LT) 
	Column 4

IT Costs
	Column 5
 Revenue IT LT 
 (Col. 3 * Total Revenue)
	ROK on IT
(Col. 5/Col. 4) 

	Marketing
	150
	.91%
	$600,0,00
	$540,978
	90%

	Ordering
	692
	4.21%
	1,000,000
	2,495,711
	250%

	Provisioning
	7800
	47.48%
	3,583,720
	27,130,848
	785%

	Maintenance
	4380
	26.66%
	1016279
	15,796,553
	1554%

	Billing
	240
	1.46%
	2,900,000
	865,565
	30%

	Customer Care
	853
	5.19%
	2,000,000
	3,076,361
	154%

	Corporate
	600
	3.65%
	800,000
	2,163,911
	270%

	Sales
	1714
	10.43%
	2,000,000
	6,181,573
	309%

	TOTALS
	16429
	100%
	13,900,000
	59,251,500
	426%


Table 6 - ROK Estimates with IT Partitioned from Total Learning Time

This partitioning made it clear that some forms of IT support provided better returns than others. For example, the IT supporting the sales process provided substantially better returns than the IT supporting billing with the best ROK on IT for the maintenance process.  Even though the legacy systems supporting provisioning and maintenance were older file processing systems, they had been created specifically to support these highly optimized core processes. The example may appear counterintuitive because the legacy systems were so productive. However, the results indicated that even legacy systems can provide an acceptable return when they are deployed in processes for which they have been designed and optimized to this specific purpose. 
It follows that pure reliance on type of IT (e.g., web-based, file processing system - legacy systems) may not be the critical differentiator in terms of predicting performance.  Process design may be the most crucial issue in predicting and maintaining the highest returns. 
These proof of concept case examples demonstrated that the general theory for measuring change in entropy to estimate value can be operationalized in relatively practical ways. The advantages of this approach is that, while grounded in a theoretical framework, it can be applied practically to obtain estimates grounded in common units and that these units can be used as a surrogate for value. 
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5. Implications and Conclusions 

There are several implications for research and practice of using the general change in entropy framework for measuring the return on IT in business processes.  Research that focuses on assessing the potential of various IT enabled business process design methodologies would benefit from having a common process performance metric that linked the effects of the designs to the economic performance of a company. Also, providing a means for allocating revenue at the sub-corporate level will allow the use of commonly accepted financial analysis techniques.
Practitioners who redesign business processes require a method for determining how much their process design decisions will impact performance (El Sawy, 2001).  This approach provides a convenient way to estimate the returns that alternative process designs can generate.  It also assumes that one of the advantages of having an organizational entity is derived from the synergy of its various processes. Using this approach, process owners will quickly recognize that any benefits they might derive (such as pushing some of the costs of their operations to another area) that come at the expense of lowering the performance of other processes ultimately will be temporary since the overall performance of the organization may not improve.  Thus, if these various processes cooperate to provide greater overall value, the result will be more revenue to allocate to all of them with a potentially higher price per unit of output.









5. 1 
Implications for Valuation 

ROK estimates for IT-based process redesigns may serve the role of being a leading indicator for how corporate knowledge assets will produce given levels of return and hence ultimately affect company valuations (Rodgers and Housel, 2001).  The relationship among investments in IT and the impact on company valuation is represented in Figure 2. This conceptualization represents the existing cost accounting model for employee contributions as expenses or costs. As process designers are able to embed employee knowledge in IT that supports business processes, the company may be able to move the knowledge to the assets side of the ledger. This would increase the book value of the company since the intangible asset of employee knowledge would become a tangible asset embedded in company IT. 
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This vision of increasing valuation requires the attention of accounting and finance as well as IT researchers. Future research should focus on the validity of the overall conceptualization of knowledge in IT as a “tangilizable” asset. Ultimately such methodologies must pass muster with the accounting and financial communities and those agencies that regulate them. Further research in this area must take into account the impact of such formulations of the problem on investors decision-making (Rodgers and Housel 2001). This approach also offers the valuation research community a new way to objectively measure the performance, and ultimately valuation, of sub-corporate level knowledge assets. Accounting and finance researchers developing metrics using this new approach can assist auditors, managers, and investment analysts in better calibrating their judgments regarding the overall valuation of the firm.

5.2 Implications for Option Pricing Models, Internal Markets, and Resource-based Views

Option pricing models hold great promise for guiding future investments in IT but they would benefit from having a surrogate for cash-flow at the process level such as that provided by the general approach reviewed in this paper.  This could establish over-time estimates of the revenue attributable to the IT supporting business processes. This would provide researchers with the kind of economic history that would allow them to generate a more comprehensive application of the OPM models at the sub-corporate level in terms of hedging, risk, and historical trends. 

The various market-mechanisms research models would also benefit from the ability to allocate revenue and project revenue to various IT initiatives at the sub-corporate level. Researchers could compare the various cost-based and knowledge-based frameworks for predicting how managers would negotiate with each other on the basis of projected cash-flows derived from participating in investments in new IT initiatives at the sub-corporate level. 

Similarly, resource-based approaches would benefit from tracking the effects of specific “knowledge” capabilities, deployed in people as well as IT, by identifying the knowledge capabilities that produced the greatest returns over time.  For example, if resources  ---such as customer knowledge that supports web-based interfaces --- provided competitive advantages, this should also be reflected through the contributions of such capabilities to the company financial performance over time. 

5.3 Limitations and Conclusions 

As in any theoretical frameworks, the general approach reviewed here has a number of limitations. It was expressly designed for processes with predetermined outputs. This makes it problematic for measuring inherently creative processes, such as research and development (R&D). However, the outputs of R&D to be of value to firms must eventually find their way into processes with predetermined outputs. From this perspective, it is possible to use the approach to track the conversion of such creative outputs into value as they are embedded in processes with predetermined outputs.  

We have only reviewed one possible framework for measuring the value-added of IT based on revenue allocations at the sub-corporate level. Any framework that allows a relatively unambiguous allocation of revenue at the sub-corporate level will meet most of the limitations of the current methodologies reviewed. The basic requirements for any research framework addressing this issue would be that it is theoretically-based and operationalizable. Further, such a framework should ultimately prove useful to the practitioners who are struggling with determining which IT supported  process designs will provide the best returns. 

E-business/e-commerce models would surely benefit from having investors and managers speak the same language for measuring performance.  It is incumbent upon IT researchers to join their peers in the finance and accounting communities to develop a common set of metrics for judging the performance of IT investments at the sub-corporate level. If this paper succeeds in offering a preliminary set of guidelines for formulating the problem about how to measure the value-added by IT at the sub-corporate level, we believe it will have helped to stimulate development of new methodologies to solve the more general problem of estimating the return that IT provides.
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� Strassman (1999b2000b) provides a brief review of the essence of how the knowledge capital metric is a form of economic value-added. “By filtering out the contributions of financial capital from the reported profits, we are left with a residual that is entirely attributable to what knowledge capital has actually delivered… As a reminder, one can compute the knowledge capital of a firm by taking a year's worth of economic value-added-the financial returns from assets that do not show up in financial reports.” He also reports on the essence of Baruch Lev’s method (which is proprietary) for calculating knowledge capital.  “Lev introduces a simple ratio for determining the valuation of a firm's knowledge capital. He defines it as "...the normalized earning minus earnings from tangible and financial assets divided by knowledge capital discount rate." (Strassman 1999a2000a)





� The best place to find Lev's work is at his web site at � HYPERLINK http://www.stern.nyu.edu/~blev ��www.stern.nyu.edu/~blev� which contains many research articles including those focused on his method for measuring the value of knowledge. The problem being that he does not reveal the specific details of his methodology since it is now contained in a proprietary software application.





� Resources can include financial assets, IT, employees, and company brand. Capabilities are specific to a company and refer to management’s ability to leverage the resources to produce economic value. Jarvenpaa and Leidner (1998, p. 343) summarized the approach, “Focusing on the firm level analysis, the resource-based view emphasizes the resources possessed, developed, and deployed by an organization and understanding the relationship of those internal resources with performance competitiveness.”


� (for a comprehensive review of the varied applications of the entropy concept the reader is directed to � HYPERLINK "http://www.whatis.com" ��www.whatis.com�


� HYPERLINK http://www.whatis.com) ��www.whatis.com )�





� The following explanation of the fundamental assumptions of KVA is taken from Housel and Kanevsky (1995). For a more in depth explanation, with all the theoretical proofs, the reader is directed to the full article published in INFOR listed in the References section.n.





� (for a comprehensive review of the varied applications of the entropy concept the reader is directed to � HYPERLINK http://www.whatis.com) ��www.whatis.com )�


5 Some processes do not have predetermined outputs such as those that are highly creative. However, the outputs of these processes eventually find their way into those processes that are more deterministic and 


can therefore be accounted for within the context of processes with predetermined outputs. If they do not, then they are in “inventory” for possible later use in the processes that produce company products.


� Within the framework of thermodynamics, a fundamental parallelism between transformation of substances and information processing has been established (Li and Vitanyi, 1993).  If a substance is transformed from state a to state b, then the difference of the entropies, i.e., ΔE=E(b)-E(a), is proportional to the amount of thermodynamic work required for the change.  In parallel, the amount of thermodynamic work required to transform string x into string y by the “most efficient computer” equipped with the “most efficient program” is proportional to length of the shortest program to execute this transformation, i.e., to C(y/x) the conditional complexity (C) of output y given input x (see Li and Vitanyi, 1993; Cover and Thomas , 1992).  Conditional complexity, C(y/x), can be viewed in the business context as the shortest description of the process, i.e., effectively, the value added by the process.


� 7 This can be tested by reproducing the process outputs using the procedural knowledge in thelearned by the people and IT that make up the process. If the reproduction results in the equivalent process outputs then the knowledge used by these assets has been adequately described.





� Strassman (1999b) provides a brief review of the essence of how the knowledge capital metric is a form of economic value-added. “By filtering out the contributions of financial capital from the reported profits, we are left with a residual that is entirely attributable to what knowledge capital has actually delivered… As a reminder, one can compute the knowledge capital of a firm by taking a year's worth of economic value-added-the financial returns from assets that do not show up in financial reports.” He also reports on the essence of Baruch Lev’s method (which is proprietary) for calculating knowledge capital.  “Lev introduces a simple ratio for determining the valuation of a firm's knowledge capital. He defines it as "...the normalized earning minus earnings from tangible and financial assets divided by knowledge capital discount rate." (Strassman 1999a)





� The following explanation of the fundamental assumptions of KVA is taken from Housel and Kanevsky (1995). For a more in depth explanation, with all the theoretical proofs, the reader is directed to the full article published in INFOR listed in the References section.n.





� Within the framework of thermodynamics, a fundamental parallelism between transformation of substances and information processing has been established (Li and Vitanyi, 1993).  If a substance is transformed from state a to state b, then the difference of the entropies, i.e., ΔE=E(b)-E(a), is proportional to the amount of thermodynamic work required for the change.  In parallel, the amount of thermodynamic work required to transform string x into string y by the “most efficient computer” equipped with the “most efficient program” is proportional to length of the shortest program to execute this transformation, i.e., to C(y/x) the conditional complexity (C) of output y given input x (see Li and Vitanyi, 1993; Cover and Thomas , 1992).  Conditional complexity, C(y/x), can be viewed in the business context as the shortest description of the process, i.e., effectively, the value added by the process.


� This can be tested by reproducing the process outputs using the knowledge in the people and IT that make up the process. If the reproduction results in the equivalent process outputs then the knowledge used by these assets has been adequately described.





� The following explanation of the fundamental assumptions of KVA is taken from Housel and Kanevsky (1995). For a more in depth explanation with all the theoretical proofs the reader is directed to the full article published in INFOR listed in the References section.





� Within the framework of thermodynamics, a fundamental parallelism between transformation of substances and information processing has been established (Li and Vitanyi, 1993).  If a substance is transformed from state a to state b, then the difference of the entropies, i.e., ΔE=E(b)-E(a), is proportional to the amount of thermodynamic work required for the change.  In parallel, the amount of thermodynamic work required to transform string x into string y by the “most efficient computer” equipped with the “most efficient program” is proportional to length of the shortest program to execute this transformation, i.e., to C(y/x) the conditional complexity (C) of output y given input x (see Li and Vitanyi, 1993; Cover and Thomas , 1992).  Conditional complexity, C(y/x), can be viewed in the business context as the shortest description of the process, i.e., effectively, the value added by the process.


� This approach to weighting learning time was ex-ante and provided a way to estimate the relative distribution of knowledge throughout the process areas. As such it was appropriate for planning purposes. The disadvantage of this approach is that a given process may actually use the knowledge disproportionately to the number of employees based on the effectiveness of the supporting IT. The advantage of this approach is that it can achieve estimates relatively quickly which can be compared with actual process performance to determine if IT investments have indeed performed at the projected level of return. Intuitively, the relationship between employee head count and actual utilization of knowledge within processes and IT should be proportionate. However, further empirical research must be conducted to determine the nature of this relationship within and between industries. 


As a practical exercise in dealing with estimates of any kind of process performance, it is often difficult to gain consensus. The usefulness of the learning time estimation technique is that employees at all levels can intuitively understand that some kinds of processes are more difficult to learn than others and that with a bit of investigation , the degree of difference can be ascertained. For example, in the SBC case, one of the process management owners argued that their process required much more of the 100 months (using the relatively learning time normalization technique) to learn than several of the other processes. When pressed to support this viewpoint, the process owner eventually was presented with actual training time estimates that did not support his argument. It came as a revelation to the process owner who accepted the evidence and revised his estimate. Further, the company management team concurred with the head count weighting assumption which was critical for obtaining agreement on the subsequent estimates. 





� Anecdotal comparisons by the research team of the core processes against those of other incumbent telephone companies indicated that the supposed redesigned processes were really slightly optimized process designs rather than radical changes.  
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Figure 2 - The Fundamental Assumptions of KVA

Underlying Model: Change, Knowledge, and Value are Proportionate



Process P is a business process with predetermined outputs. 

1. If A = B no value has been added by process P.

2. If A is changed by P in to B then “value”  “change”

3. “change” can be measured by the amount of knowledge required to   make the change.

4. So “value” “change” “amount of knowledge required to make the change”
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Figure 1 – Procedural  Knowledge is Proportionate to Change







Process P is a business process with predetermined outputs. 

1. If A = B no value has been added by process P.

2. If A is changed by P in to B then “value”  “change”

3. “change” can be measured by the amount of procedural knowledge required to make the change.

4. Amount of procedural knowledge is proportionate to the time it takes an average learner to acquire the knowledge

5. So “value” “change” “amount of procedural knowledge required to make the change”
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Figure 2 Shareholder View of IT
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Management needs to reflect the voice of the shareholder in all decision making.



Moving valuable K out of employees heads into IT allows management to “own” the K and begin to make the case for counting it as a regular asset.
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Figure 4 Shareholder View of IT
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Management needs to reflect the voice of the shareholder in all decision making.



Moving valuable K out of employees heads into IT allows management to “own” the K and begin to make the case for counting it as a regular asset.
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Sheet1

		Estimates without IT (no increase in Rev.)		Rank Order		Relative LT (100 months)		Actual Average Training Period		Actual Average Training Period in years		Actual Average Training Period per employee        in months		Additional Learning Time for Education in months		Total Actual Average Learning Time in months		HC		Total learning time (Rel.LT*HC+Auto.)		% Total LT		% IT.		IT Cost		Annual Expenses		Annual Revenue		ROK		ROK		Average Training Days per Employee				Benchmark ROK (3)

		Marketing		3		6		500		2		1		31		31		36		218		1.5%		0.3		8,000,000		2,730,000		2,784,375		102%		6.85		13.74		500.00		1.70

		Ordering		8		12		923		4		1		- 0		1		44		525		3.6%		0.75		20,000,000		3,281,250		4,972,098		152%		0.39		21.10		923.00

		Provisioning		9		36		13,000		52		3		13		16		192		6,912		47.7%		0.6		60,000,000		14,400,000		71,598,214		497%		3.97		67.71		13,000.00		3.70

		Maintenance		7		20		7,300		29		2		13		14		192		3,840		26.5%		0.6		30,000,000		14,400,000		39,776,786		276%		2.00		38.02		7,300.00

		Billing		2		7		300		1		1		- 0		1		27		189		1.3%		0.8		30,000,000		2,025,000		1,740,234		86%		0.19		11.11		300.00

		Customer Care		5		11		1,218		5		1		- 0		1		63		692		4.8%		0.7		20,000,000		4,717,500		6,745,481		143%		0.23		19.36		1,218.00		2.50

		Corporate		4		4		1,000		4		0		31		31		120		480		3.3%		0.6		5,000,000		12,000,000		4,972,098		41%		1.03		8.33		1,000.00

		Sales		6		4		2,448		10		0		31		31		408		1,632		11.3%		0.7		15,000,000		30,600,000		15,910,714		52%		0.40		6.00		2,448.00		1.30

		TOTALS				100		- 0		107		9		117		126		1,082		14,488						188,000,000		84,153,750		148,500,000		176%

		Estimates w IT Costs & 5% Growth in Revenue

		Marketing		3		6		500		2		1		31		31		28		168		1.2%		0.3		8,000,000		3,700,000		2,923,594		0.79		2923593.75

		Ordering		8		12		923		4		2		- 0		2		25		300		2.1%		0.75		20,000,000		5,875,000		5,220,703		0.89

		Provisioning-w/oIT		9		36		13,000		52		5		13		18		120		4,320		29.8%		0.6		60,000,000		21,000,000		75,178,125		3.58

		Maintenance-w/o IT		7		20		7,300		29		3		13		16		120		2,400		16.6%		0.6		30,000,000		15,000,000		41,765,625		2.78

		Billing-w/o IT		2		7		300		1		1		- 0		1		15		105		0.7%		0.8		30,000,000		7,125,000		1,827,246		0.26

		Customer Care		5		11		1,218		5		2		- 0		2		37		407		2.8%		0.7		20,000,000		6,775,000		7,082,754		1.05

		Corporate		4		4		1,000		4		1		31		31		75		300		2.1%		0.6		5,000,000		6,625,000		5,220,703		0.79

		Sales		6		4		2,448		10		1		31		31		240		960		6.6%		0.7		15,000,000		21,000,000		16,706,250		0.80

		TOTALS				100		- 0		107		15		117		132		660		8,960						188,000,000		87,100,000		155,925,000		1.79

																														155,925,000

		Estimates w IT Costs (full depreciated over 10yrs) & 5% Growth in Revenue

		Estimates with IT & Automation		Rank Order		Relative LT (100 months)		Actual Average Training Period		Actual Average Training Period in years		Actual Average Training Period per employee        in months		Additional Learning Time for Education in months		Total Actual Average Learning Time in months		HC		Total learning time (Rel.LT*HC+Auto.)		% Total LT		% Auto.		IT Cost		Annual Expenses		Annual Revenue		ROK

		Marketing		3		6		500		2		1		31		31		28		218		1.5%		30%		6,000,000		2,700,000		3,800,672		141%

		Ordering		8		12		923		4		2		- 0		2		25		525		3.6%		75%		10,000,000		2,875,000		9,136,230		318%

		Provisioning		9		36		13,000		52		5		13		18		120		6,912		47.7%		60%		35,837,209		12,583,721		120,285,000		956%

		Maintenance		7		20		7,300		29		3		13		16		120		3,840		26.5%		60%		10,162,791		10,016,279		66,825,000		667%

		Billing		2		7		300		1		1		- 0		1		15		189		1.3%		80%		29,000,000		4,025,000		3,289,043		82%

		Customer Care		5		11		1,218		5		2		- 0		2		37		692		4.8%		70%		20,000,000		4,775,000		12,040,682		252%

		Corporate		4		4		1,000		4		1		31		31		75		480		3.3%		60%		8,000,000		6,425,000		8,353,125		130%

		Sales		6		4		2,448		10		1		31		31		240		1,632		11.3%		70%		20,000,000		20,000,000		28,400,625		142%		0.7278989667

		TOTALS				100		26,689		107		15		117		132		660		14,488		100.0%				139,000,000		63,400,000		155,925,000		246%		0.67

				Correlation Rel.&Actual Train =						94%

				Correlation Rel.&Rank Order =						73%																				252,130,377

								106.76								0.9411358533

		IT only ROKs for Prov., Maint, Billing

		Estimates w IT Costs (amortized over 10yrs) &5% Growth in Revenue

		Original Estimates w/o IT & Increase in HC to Compensate		Circle rating in terms of difficulty to learn (1 = easiest,                10 = hardest)		Relative Learning Time                     (total = 100 months) (1)		Actual Average Training Period		Actual Average Training Period in years (250 days)		Actual Average Training Period per employee        in months		Additional Learning Time for Education in months		Total Actual Average Learning Time in months		Number of employees		Total learning time		% Total Learning time		Percentage  of Automation		IT Cost		Annual Expenses		Annual Revenue		ROK

		Marketing		3		6		500		2		1		31		31		28		168		1.2%		0.3		6,000,000		2,700,000		2,923,594		1.08

		Ordering		8		12		923		4		2		- 0		2		25		300		2.1%		0.75		10,000,000		2,875,000		5,220,703		1.82

		Provisioning-IT only		9		36		13,000		52		5		13		18		120		2,592		17.9%		0.6		35,837,209		3,583,721		45,106,875		12.59

		Maintenance-IT only		7		20		7,300		29		3		13		16		120		1,440		9.9%		0.6		10,162,791		1,016,279		25,059,375		24.66

		Billing-IT only		2		7		300		1		1		- 0		1		15		84		0.6%		0.8		29,000,000		2,900,000		1,461,797		0.50

		Customer Care		5		11		1,218		5		2		- 0		2		37		407		2.8%		0.7		20,000,000		4,775,000		7,082,754		1.48

		Corporate		4		4		1,000		4		1		31		31		75		300		2.1%		0.6		8,000,000		6,425,000		5,220,703		0.81

		Sales		6		4		2,448		10		1		31		31		240		960		6.6%		0.7		20,000,000		20,000,000		16,706,250		0.84

		TOTALS				100		- 0		107		15		117		132		660		6,251						139,000,000		44,275,000		155,925,000		3.52
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Figure 2 Review of the Fundamental Assumptions of KVA

Underlying Model: Change, Knowledge, and Value are Proportionate



Process P is a business process with predetermined outputs. 

1. If A = B no value has been added by process P.

2. If A is changed by P in to B then “value”  “change”

3. “change” can be measured by the amount of knowledge required to   make the change.

4. So “value” “change” “amount of knowledge required to make the change”
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